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ABSTRACT
To tackle complex IR tasks, where users cannot precisely define
their needs, interaction is paramount. Both query-reformulation
approaches and chatbots are limited for this type of task, since the
former only learn to mimic users, while the latter are bounded by
the domain they have been trained on. To take a first step towards
truly exploratory and interactive IR, we introduce a framework,
where users navigate document collections by expressing their pref-
erence among sets of queries proposed by the system at each step
– thus refining the knowledge about the user’s information need.
Our training approach, based on self-supervised and reinforcement
learning techniques, aims at minimizing the amount of interactions
required to reach relevant queries, and thus documents, for users.
We experimentally show that the introduced framework enables
efficient learning from interactions with simple user bots, that are
demonstrated to generalize well in real-world settings.
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• Information systems→Query intent;Query suggestion; Search
interfaces; Information retrieval diversity; Clustering and classifi-
cation.
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1 INTRODUCTION
For complex search tasks, when user needs cannot be precisely
defined from a single query, interaction with session-based Infor-
mation Retrieval systems is essential. Different session-based IR
models have been proposed [17, 18, 31], but they focus on biasing
the document ranking process, thus preventing the user to truly
interact with the system. More direct interactions can be provided
using query suggestions approaches [9, 20, 25], that help users
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by reformulating their needs from interactions during the session.
Most of them are based on behavior models to predict the next
queries of search sessions. Finally, chatbots for Information Re-
trieval, while ambitious in their goals, are usually adhoc systems,
that are restricted to simple dialogues for the specific domain they
have been trained for [8].

Going further supposes IR systems able to anticipate user behav-
ior so that they can pro-actively help users in their search tasks,
as well as systems that can consider various possibilities in the
evolution of the search process. To take a first step in this direction,
we study in this paper a simpler problem, inspired by Akinator-like
systems [13], i.e. systems that find a user’s intent by asking ques-
tions about it. More specifically, we propose a system that interacts
with the user by proposing queries among which users choose the
one that reflects the best their need (see Figure 1). We argue that this
type of task requires an IR system that refines its knowledge about
users’ needs to guide them more quickly towards relevant queries.
In time, such systems could be turned into powerful conversational
agents for IR.

Figure 1: IRnator: the proposed framework

Our method differs from query suggestion in two ways. First,
query suggestion focuses on one or a few steps [9, 12, 20, 25, 29]
of a search session. In contrast, we aim at helping users to fulfill
their information needs. Second, while query suggestion works
mostly focus on behavioral cloning methods, wherein the agent
learns to mimic the user by predicting future actions, we aim at
explicitly shortening the user efforts.We argue that this is necessary
since users do not necessarily know the best course of actions to
reach relevant documents. Finally, the data needed to train query
suggestion models are based on search session logs. These logs are
expensive to obtain, and raise serious questions about user privacy.
They are dependent on the search engine used by the user at the
time of extraction, and do not allow the model to generalize if new
goals or queries arise. It is thus interesting to develop models that
do not rely on this type of data.

In this paper, after the introduction of this navigation frame-
work, we propose a training approach, based on self-supervised
and reinforcement learning techniques, that attempts to minimize
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amounts of interactions required to reach relevant queries for users.
Our research question is whether it is possible to train an IIR sys-
tem with simulated user that generalizes to real-world setting. Our
experiments show promising results.

2 RELATEDWORKS
Our work is at the crossroads of many: asking clarifying questions,
query suggestion, interactive IR systems, and user simulation.

Several works have proposed to ask questions about users’ goals
to infer them. In particular, [5, 14, 29] study the Q20 game, and
[33] the Akinator game, where the agent asks questions about the
goal. In our setting, the main difference is that the search space is
much higher, and there are no predefined attributes that can guide
the search. More IR-related, [10] disambiguate an initial query by
asking a question to discriminate the most likely intent, but in a
one-step interactive process that can only be applied when the
number of intents is small.

Some tasks such as product recommendation [4, 32] bear some
similarities with our work, since they aim at predicting user intents.
These works are generally based on item (category, etc.) and user
metadata (gender, age, location, etc.) and interaction logs. Our re-
search direction is orthogonal since we focus on a session-based
single intent prediction – beside not using any metadata and/or
interaction log.

Query suggestion works [9, 12, 20, 25, 29] model users’ sessions
so as to predict their next query, which is then used as a suggestion.
Most of these works do not take into account user feedback, except
[29] who use clicked (or not) documents. These works consider that
the user’s future queries are relevant suggestions. In contrast, we
view query suggestions as a way to uncover the user intent.

Closer to our work, interactive search sessions have already
been modeled [17, 18, 31] as a MDP (Markov Decision Process), in
which the search engine plays the role of the agent. These works
focus on ranking documents, and not on the interaction with the
user, which could provide a better understanding of the user’s goal.
For instance, [31] studies the user behaviour by focusing on the
syntactic query changes during a session and doesn’t provide the
user additional information. While [22] uses a setting closer to ours,
it learns a strategy to reach the user’s goal as quickly as possible.
However, it works with structured data (with a hierarchy), and
requires conversational data.

Finally, [1, 3, 6, 19, 27] attempt to simulate users, based on a more
or less complete description of the user’s need. While simulating
IR users in an interactive setting is a crucial topic to develop better
interactive IR systems, such models are still difficult to use and
not so reliable. In this work, we rely on a simple user heuristic,
that allows to get a large number of simulated sessions needed
for training our model and leave for future work the use of more
sophisticated models.

3 A PREFERENCE-BASED IR FRAMEWORK
Rather than directly attempting to answer the user need, which is
usually ill-defined for complex needs, or trying to have a conversa-
tion with the user about its interests, which is very difficult to effi-
ciently drive and interpret, we introduce a new kind of interaction
methodology, where the IR system successively proposes 𝐾 query

suggestions amongwhich users can choose the one that best reflects
their need. We think that this task, while simple, if successfully
conducted, can be the basis of more ambitious conversation-based
IR models because it (1) supposes we can uncover the user intent;
and (2) requires that the system proposes different paths the user
can follow.

Formally, let us consider a session 𝑆 composed of |𝑆 | interaction
steps between a user 𝜉 with a goal𝑔 and an IR system 𝜋 . We suppose
that the session starts with an initial query 𝑞0, which follows a
distribution 𝜉0 (𝑔) of initial queries for the user 𝜉 having a need 𝑔.
Each interaction step 𝑡 corresponds to 𝑆𝑡 = (𝑄𝑡 , 𝑢𝑡 ), where 𝑄𝑡 =
{𝑞1𝑡 , .., 𝑞𝐾𝑡 } corresponds to a set of𝐾 query suggestions, and𝑢𝑡 is the
index of the user’s preferred suggestion amongst the K. A complete
session is denoted as 𝑆 = (𝑞0, 𝑆1, . . . , 𝑆 |𝑆 |).

Any user choice 𝑢𝑡 of a given session follows a conditional dis-
tribution about preferences of the user given the goal and the ses-
sion up to step 𝑡 , i.e. 𝑢𝑡 ∼ 𝜉 (𝑢𝑡 |𝑔, 𝑆<𝑡 , 𝑄𝑡 ), where 𝑆<𝑡 denotes all
interactions before step 𝑡 in the session. Successive sets of ques-
tions suggested by the system also follow a conditional distribution
𝜋 (𝑄𝑡 |𝑆<𝑡 ) given the past of session 𝑆<𝑡 at step 𝑡 . Finally, a session
𝑆 with a goal 𝑔 follows a distribution S𝜉𝜋 (𝑔), depending both on the
user model 𝜉 and the suggestion system 𝜋 .

The aim is to suggest query sets 𝑄𝑡 that allow to increase in-
formation about 𝑔 as much as possible at each step, to help users
achieving their goal as soon as possible. We introduce an interactive
IR system whose aim is defined as the following optimization, given
sessions with a maximum number of interactions 𝑇 :

𝜋∗ = argmax
𝜋

E
𝑔∼G

E
𝑆∼S𝜉

𝜋 (𝑔)

[
𝑇∑︁
𝑡=0

𝛾𝑡𝐴𝑐ℎ𝑖𝑒𝑣𝑒𝑑 (𝑔, 𝑆≤𝑡 )
]

(1)

where G is the distribution of goals and𝐴𝑐ℎ𝑖𝑒𝑣𝑒𝑑 (𝑔, 𝑆≤𝑡 ) is a binary
function that returns 1 if goal 𝑔 can be directly completed given in-
formation from 𝑆≤𝑡 , and 0 otherwise, depending on the considered
IR system. The proposed framework can consider complex goals,
which implies for instance the interrogation of a document retrieval
system given the last selected query (or the full past session) and
the inspection of the corresponding returned documents to assess
completion of 𝑔. In Eq.1, 𝛾 ∈]0; 1[ is a discount factor that pushes
to prefer sessions which complete goal 𝑔 as soon as possible. In this
paper, for the sake of simplicity, and to avoid the dependence on a
document collection with its specific retrieval system, we consider
that goal 𝑔 can be expressed as a query 𝑞𝑔 and that 𝑔 is achieved at
step 𝑡 if the system 𝜋 proposes a set of suggestions that includes 𝑞𝑔
i.e., 𝑞𝑔 ∈ {𝑞1𝑡 , .., 𝑞𝐾𝑡 }.

The problem as defined in Eq.1 is however particularly difficult
to directly solve using standard Reinforcement Learning algorithms,
as it involves the following challenges:

Query space size. Ideally, given a vocabulary 𝑉 of |𝑉 | tokens
and a max query length 𝐿, any suggested query 𝑞 lives in 𝑉 𝐿 . This
is huge, even for reasonably-sized vocabularies, and includes many
sequences that do not correspond to human-readable queries (e.g.,
with token sequences that form words that do not exist in the user’s
language). While a prior query-language model could be used, in
this work we simplify the task for 𝜋 , by only restraining suggested
queries to a set Q of pre-defined ones, from which the system
samples sub-sets at each step, which allows to greatly restrict the
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search space. Dealing with more complex (generative) strategies is
left for future works.

Combinatorial action space. Even with the reduction of the
query space as proposed above, the action space remains partic-
ularly large, because of its combinatorial aspect: an action for 𝜋
corresponds to select 𝐾 queries from Q, inducing an action space
of size Q𝐾 . While a policy 𝜋 composed of a main network (e.g.,
Transformer) with 𝐾 heads on top of its output would be an option,
this still implies a complex search space, involving a hard credit as-
signment problem, well known in the multi-agent RL literature [11].
As detailed in the following section, we assume a well structured
semantic representation space of queries, that reduces the choice
of 𝑄𝑡 to a single point in the space, from which the set of 𝐾 sug-
gestions can be deterministically determined (here, by clustering
queries).

User model 𝜉 unknown. Modeling users of interactive IR sys-
tems is a particularly difficult task [7]. Beyond the lack of training
IR session data, especially when considering innovative systems
like the one we introduce in this paper, behaviors of users are very
difficult to precisely predict in many settings, due to the implication
of many confounding factors. While it is well known that behaviors
are not stationary during IR sessions, we assume here that past
interactions do not modify user’s preferences during the search.
Moreover, rather than modelling complex user behaviors, as done
for instance in classical – short term – query suggestion [20], we
assume in the following a simple user bot as 𝜉 , hard-coded with
pre-defined heuristics shared across sessions, though possibly hid-
den from the system agent 𝜋 to be general enough for application
of the model in real-world settings (where minds of users are not
accessible).

Very sparse reward problem. As defined in Eq.1, system 𝜋 must
succeed in generating a target query in less than 𝑇 steps to expect
a non-null reward. Thus, in first steps of learning, no improvement
direction of 𝜋 are given to the learner, preventing it from completing
the task. Reward shaping [21] is a popular way to densify rewards
for such hard problems, where advisories about states to visit are
given as potential functions 𝜙 : S → R, with S the set of reachable
states in the environment1. In addition to a self-supervised learning
process to initiate the learning process, we consider in the following
a learnt model of user intent prediction 𝜙𝑔 , based on the partial
user sessions, to drive the learning of 𝜋 following directions which
minimize the uncertainty of 𝑔 with respect to this model.

Note that, assuming a well-known user that deterministically
selects the closest suggestion to its goal in its own euclidean repre-
sentation space𝜓𝜉 , the problem as defined in Eq.1 could be greedily
optimized by choosing each step 𝑡 the set of queries that minimizes
the number of admissible goals regarding 𝑆≤𝑡 . Also, for a probabilis-
tic user, the optimal solution could be approximated by suggesting
at each step 𝑡 the set of queries 𝑄𝑡 = {𝑞1𝑡 , .., 𝑞𝐾𝑡 } that minimizes
the conditional entropy 𝐻 (𝐺 |𝑈𝑡 ) =

∑𝐾
𝑢=1 𝜉 (𝑢 |𝑄𝑡 , 𝑆<𝑡 )𝐻 (𝐺 |𝑆≤𝑡 ),

with 𝜉 (𝑢 |𝑄𝑡 , 𝑆<𝑡 ) the marginal probability that the user selects
the query of index 𝑢 given 𝑄𝑡 and the past of session 𝑆<𝑡 , and

1In our setting, S corresponds to the full set of possible search sessions that can be
built for any user from the set of all possible needs.

𝐻 (𝐺 |𝑆≤𝑡 ) = −∑
𝑔 𝜙 (𝑔|𝑆≤𝑡 ) log𝜙 (𝑔 |𝑆≤𝑡 ) the entropy of goal distri-

bution given session 𝑆≤𝑡 . However, while this can be considered for
instance for interactive classification with restricted sets of labels
and closed questions, such as in [33], this is completely intractable
in our setting.

4 LEARNING TO DRIVE USERS TOWARDS
GOALS

This section first presents the considered suggestion architecture
𝜋 , before describing self-supervised and reinforcement learning
techniques used to solve the task.

4.1 Query suggestion process
Let us consider that the set of all possible queries 𝑞 ∈ Q belong to
a continuous representation space, i.e.𝜓 (𝑞) ∈ R𝑑 . Figure 2 depicts
the proposed suggestion process, where 𝜋 is implemented as a
Transformer architecture [28], which takes as input the session 𝑆
as input and outputs a set of 𝐾 suggestions (in the figure, 𝐾 = 3).
To provide a diverse set of suggestions, we rely on a clustering
process based on a point 𝜋 (𝑆) predicted by our model. The 𝑁
closest queries from Q (queries are represented by crosses in the
figure), depending on euclidean distances in the continuous space
𝜓 , are selected and clustered into 𝐾 groups. Finally, the 𝐾 medoids
of clusters are used as the set of queries 𝑄𝑡 proposed to the user at
step 𝑡 . The user selects their preferred query, depending on 𝑔 and
𝜉 (𝑞33 in our example, which is the closest suggestions to 𝑔). This
feedback 𝑢𝑡 defines 𝑆𝑡 that is used for the next suggestion step.

Figure 2: Query suggestion process

The assumption behind the use of a clustering method (a simple
K-means approach in our experiments) is that the neighborhood
𝜋 (𝑆) in𝜓 contains the main aspects that can specialize 𝜋 (𝑆), which
can be partitioned in relevant sub-topics to present to the user. We
argue that, while the use of hyperbolic representation spaces [26]
could allow to even improve accuracy (which we leave for future
works), the representation space𝜙 we consider, which results from a
pre-trained sentence-transformer designed for semantic search [24],
presents a structure that fits well with this assumption, with general
queries tending to occupy central positions in the representation
space.

The suggestion model 𝜋 corresponds to a Transformer archi-
tecture [28], which takes as input sessions concatenation of the
initial query with all past interactions, each 𝑆𝑡 being encoded as
the sum of three representations: query embeddings, coming from
a FAISS index [15] on top of query representation 𝜙 , positional
embeddings, allowing to retain the temporality of interactions, and
the user’s action embeddings, corresponding to the user’s choice (1
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for selected queries, 0 for the others). This model 𝜋 is trained using
two learning modes, that we describe in next sections.

4.2 Iterative Supervision
The first mode considered for training our model is an iterative
supervised learning, where we seek at minimizing the euclidean
distance between the point 𝜋 (𝑆) predicted by the model and the
user’s final goal (represented as 𝐿𝜋 on figure 2), given various input
pairs of (goal, session) as input. At each iteration 𝑖 of the training
algorithm, the following optimization problem is considered:

argmin
𝜋

∑︁
(𝑔,𝑆) ∈Γ (𝑖 )

| |𝜓 (𝑔) − 𝜋 (𝑆) | |22 (2)

where 𝜓 (𝑔) returns the representation of the query targeted by
goal 𝑔 (for simplicity, we focus here on the case where a goal cor-
responds to a single target query), and Γ (𝑖) is the training set at
iteration 𝑖 , obtained using the distribution of goals G and the policy
𝜋 (𝑖−1) , obtained at iteration 𝑖−1 of the learning, 𝜋0 being a random
suggestion policy. At step 𝑖 , after optimization of Eq. 2,𝜓 is used as
the new policy 𝜋𝑖+1.

4.3 Reinforcement Learning
While the iterative supervised learning proposed in previous section
enables to train the model accurately, this may suffer from different
limitations: 1) no convergence guarantee due the iterative process
which does not take into account the dependence of the training
data on the optimized model; 2) strong relatedness with the user
heuristics, which prevents from the ability to adapt to different
kinds of users; 3) no direct consideration of the queries presented
to the user.

Thus, we propose here to consider possible refinement of the
supervised model via reinforcement learning techniques, notably
DDPG [2], a policy gradient approach specifically designed for
continuous actions as it is the case for our setting where the action
corresponds to outputting point 𝜋 (𝑆). As previously mentioned, to
deal with sparse rewards, and to gain in flexibility regarding the
considered user, we propose to consider a probabilistic intent model
𝜙 (𝑔 |𝑆≤𝑡 ) as the intrinsic reward at each step 𝑡 , implemented as a
Transformer that outputs the mean vector 𝜇 of a Gaussian N(𝜇, 𝐼 )
with unit variance. This allows to reward suggestion sets that most
improve knowledge about the hidden user’s goal, according to
the user’s answer: 𝑅𝑡 = log𝜙 (𝑔|𝑆≤𝑡 ) − log𝜙 (𝑔|𝑆<𝑡 ), where the
second term acts as a baseline. The intent model is refined for
some iterations at each optimization epoch, to update it regarding
distributions of sessions, via goal likelihood maximization.

Finally, rather than dealing with long term reinforcement, which
appeared unstable in our experiments, we propose to use a one-step
ahead critic network 𝑄 (𝑆<𝑡 , 𝜋 (𝑆<𝑡 )), that simply learns to predict
𝑅𝑡 from past interactions and the output of the suggester 𝜋 .

5 EXPERIMENTS
5.1 Experimental Details

Data. For our experiments, we use the Wikipedia dump from
TREC CAR 2020 [23], which is interesting because it covers a large
spectrum of domains. Wikipedia page titles are used as initial
queries, and the names of the sub-sections are concatenated to

𝑆𝐶 𝑆𝑆 𝑆𝑆𝐶𝑟𝑎𝑛𝑑 𝑆𝑆𝐶 𝐷𝐷𝑃𝐺

% success 0.175 0.178 0.308 0.457 0.475
# steps 5.212 5.215 5.080 4.571 4.568
min. dist 0.371 0.409 0.415 0.259 0.253

Table 1: Models scores

the title to obtain final goals. For example, for the page ‘anar-
chism’ which contains a section ‘history’ with a sub-section
‘prehistoric and ancient world’, we get an initial query-goal
pair: (‘anarchism’, ‘anarchism prehistoric and ancient
world’). This method provides general initial queries and specific
goals. As the latter are specific, they would probably not have been
the initial query of a user. An important advantage of this method
is that an initial query can lead to different goals, so the modelmust
actually learn to suggest discriminating queries and to use the user’s
answers (rather than relying only on the first query). Furthermore,
to focus on rather complex search goals, we only kept pages with
at least 3 sections, each containing at least 2 sub-sections. Sections
with too long titles (more than 3 words) or too generic – e.g. ‘see
also’, ‘references’, ‘citations’, ‘sources’, ‘further
reading’, ‘external links’, ‘notes’, ‘other’, ‘notes
and references’ – are also filtered out. Following this process,
we get 633,647 pairs that we split into train and test with a 80-20
ratio. The data is split so that there is no common goal between
the train set and the test set: test goals were never seen during the
training phase The scores reported are computed on the test set.
Data will be released upon acceptance.

Note that the database can be easily expanded with other queries
from different sources. We are aware that using synthetic data has
its shortcomings, but using (filtered) query logs would have intro-
duced too much noise, preventing analyzing the model behavior in
such a controlled setting.

Compared Models. In our experiments, unless specified other-
wise, we use a simple model to simulate the user’s choices, both at
train and test time (except for the human evaluation experiment):
at each step, our bot user chooses the closest query (in term of
euclidean distance) to its target goal in the representation space𝜓 .
We compare our Self-Supervised Suggestion model with Clustering
(𝑆𝑆𝐶) with three of its ablations. We remove the suggestion model
𝜋 in the first ablation (𝑆𝐶), and use the previous user’s choice to ob-
tain next suggestions, i.e. 𝜋𝑆𝐶 (𝑆<𝑡 ) = 𝜓 (𝑞𝑢𝑡−1𝑡−1 ). The second ablation
(𝑆𝑆) removes the clustering step, and replaces it by proposing the 𝐾
queries closest to 𝜋 (𝑆<𝑡 ). Finally, the last ablation (𝑆𝑆𝐶𝑟𝑎𝑛𝑑 ) con-
siders a random user for supervision rather than our heuristic bot
user described above. Finally, we also consider a policy fine-tuned
via RL (𝐷𝐷𝑃𝐺), as described in section 4.3.

All models use 𝐾 = 3 and a maximal session length of 𝑇 = 6.
The policy and the intent models all have the same architecture: a
Transformer with 6 heads and 6 layers and a dropout 𝑝 = 0.1. We
use a feedforward network with two layers with hidden size of 768,
which corresponds to the size of the embeddings in the FAISS index,
to compute 𝜋 (𝑆<𝑡 ) from the contextualized CLS token. The model is
optimized with Adam [16] – we observed that the Self-Supervised
model converged quickly after a few steps (around 5-10).
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5.2 Results
Suggestion policies are evaluated in terms of average success (i.e.,
the rate of sessions where the target query was finally suggested by
the system within the T=6 steps of interaction), average number of
steps to complete the task (using 6 if the goal was not reached) and
minimum distance (i.e., the average distance between the closest
suggestions and the target in each session).

Performances of Compared Strategies. Table 1 reports results
of the compared policies 𝜋 . First, the 𝑆𝐶 ablation obtains the worst
results, which indicates that simply focusing on the neighborhood
of expressed or selected user queries is not enough to help naviga-
tion, validating the usefulness of the learning task. Second, the 𝑆𝑆
ablation does not demonstrate significantly better results, which
points out the relevance of the use of a clustering to ensure di-
versity of suggestions. Third, and very importantly, the 𝑆𝑆𝐶𝑟𝑎𝑛𝑑
approach obtains significantly worse results than our 𝑆𝑆𝐶 , which
shows that the latter succeeds in leveraging useful feedbacks of
users, only suggesting using the initial query and the structure of
available ones is not enough. Finally, the reinforcement learning
approach 𝐷𝐷𝑃𝐺 allows us to obtain the best results, with no big
improvements over the self-supervised approach 𝑆𝑆𝐶 , but showing
the potential of using such a way more flexible learning paradigm
that RL enables.

Human Evaluation. To analyze if models trained with our
heuristic user can be helpful for real users interacting with the sys-
tem, we asked three annotators to use IRnator. At the beginning of
each session, they are given an initial query and a goal to reach (see
section 5.1). At each step, they are asked to select the proposition
that corresponds the best to their final goal. Their aim is to navigate
towards the specified target, only via selecting at each step a query
among the three proposed. Suggestions are randomly proposed by
one of the compared model, hidden from the annotator. The results
are presented in table 2 with 150 samples per model.

While the variance is high, we see that the general magnitude of
the measures corresponds to the model scores with the simulated
user, confirming the validity of our approach. The only difference is
for 𝑆𝑆 (no clustering) – which can be explained because it is much
harder for a human to know which query is closer to the target
when they are not enough diverse, and for DDPG, which shows
that we need more realistic user models to generalize better.

The only difference is for 𝑆𝑆 (no clustering) – which can be
explained because it is much harder for a human to know which
query is closer to the target when they are not enough diverse, and
for DDPG, which shows that we need more realistic user models to
generalize better. We further discuss these points in Section 6.

6 DISCUSSION
IRnator is a generic framework for interactive search, which allows
to study how an agent can guide a user in a knowledge space so
that they reach their goal with minimal effort. We believe that, for
a search engine, the challenge of learning to interact with a user is
ambitious and requires simplifications that we restate and justify
below.

𝑆𝑆 𝑆𝐶 𝑆𝑆𝐶 𝐷𝐷𝑃𝐺

% success 0.06 0.21★ 0.5★† 0.38★†

# steps 5.71 5.17★ 4.25★† 4.83★

min. dist 0.48 0.34★ 0.23★† 0.32★

Table 2: Human evaluation.★ indicates significant gains (𝑝 <

0.05) compared to 𝑆𝑆 . † indicates significant gains (𝑝 < 0.05)
compared to 𝑆𝐶.

User model. Our user behavior is stationary (it does not depend
on the previous interactions) and relies on heuristics. These sim-
ulated users are always able to choose the query closest to their
goals (in the representation space). In reality, it might happen that
none of the proposed queries matches what the user wants or that
the user does not know which query is the best. We should study
the possibility for the user to submit a new query, or to express a
negative feedback on the suggestions, rather than being forced to
choose a proposition. Future works should explore more realistic
user models, with more possible actions. However, even with such
a simplified setting, we show in our human evaluation experiment
that there exists a correlation between real and simulated users in
terms of reduction of the effort to reach the goal.

Discrete query space. We use a space with a finite number of
queries to focus on the agent role as a guide towards the goal rather
than dealing with text generation problems. However, in our experi-
ments the database contains a large number of query/goals (633,647)
from a Wikipedia dump, a website that covers many domains. The
scores presented are from the test set, thus based on goals never
seen in the training phase. This shows the generalization capacity
of our model: the agent has learned to navigate in this knowledge
space. The large size of the chosen space and the ability to general-
ize to new goals, allow us to think that simplifying the space to a
finite number of queries is acceptable.

7 CONCLUSION
We introduced the IRnator framework, inspired from Akinator sys-
tems [30], for the context of complex search sessions in information
retrieval. The aim of the system is to guess the hidden user’s intent
by suggesting sets of query suggestions and leveraging its feed-
backs. Rather than hard-coding non-scalable suggestion heuristics,
based for instance on conditional entropy minimization, the associ-
ated learning task aims at discovering efficient strategies according
to the user’s behavior. An efficient clustering-based solution on
top of a Transformer architecture, learned via self-supervised and
reinforcement learning, was proposed as a first solution for this
innovative task. We expect many promising directions for this very
challenging, but crucial, problem of intent discovery in IR.
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