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Abstract: Traditional evaluation of retrieval systems is based on implicit assumptions about the users’ interaction with
the system. It is assumed that the user is presented with the ranked results and examines the documents one
after the other in the order they are listed. In this paper we argue that such a model is obsolete in the case of
the Web and structured document retrieval, where navigation is an integral part of the user’s search strategy.
We advocate that post-query navigation needs to be reflected in the evaluation framework. We substantiate
our proposal with the evidence of post-query navigation from user studies and discuss examples of systems
that have been developed with the consideration of the user’s browsing behaviour. In order to capture retrieval
effectiveness for query and navigation based search, we introduce a measure of retrieval effectiveness that
comprises a probabilistic model of the users’ post-query navigation.

1 INTRODUCTION

Evaluation in IR has a long and rich history with work
dating back to the development of the first IR systems
in the 1950’s, resulting in a wealth of evaluation stud-
ies and initiatives (Rijsbergen, 1979; Sparck Jones
and Willett, 1997; Baeza-Yates and Ribeiro-Neto,
1999). Over the years, it has become common prac-
tice to evaluate retrieval systems’ effectiveness us-
ing test collections consisting of a set of documents,
user requests, and relevance assessments. This so-
called Cranfield tradition of experimental evaluation
has given rise to what is now known as ‘standard IR
evaluation practice’. It has become universal through
the retrieval evaluations organised at the Text RE-
trieval Conference (TREC) (Voorhees and Harman,
2005).

These traditional evaluation experiments rely on
implicit assumptions regarding the retrieval task and
the user interaction model. A typical retrieval task,
often referred to as flat document retrieval, is to re-
turn a ranked list of relevant documents in response
to the user’s query. The user of such a system is as-
sumed to follow a simple model of interaction (Baeza-
Yates and Ribeiro-Neto, 1999). First, the user poses

a query, representing the information need, typically
in the form of a bag of keywords. In response, the
system returns a ranked list of documents estimated
to satisfy the user’s request. The user then examines
the documents sequentially, starting from the top, in-
specting each document until the end of the list or a
predefined number of documents (e.g. 1000 at TREC)
is reached.

In this scenario, established measures, such as
precision and recall (Baeza-Yates and Ribeiro-Neto,
1999), provide a suitable and intuitive mechanism for
evaluating the effectiveness of a retrieval system. The
quality of the system’s output is measured as a func-
tion of the retrieved and the relevant documents: Re-
call is defined as the ratio of retrieved relevant doc-
uments and the total number of relevant documents
in the collection. Precision is computed as the ra-
tio of relevant documents within the set of retrieved
documents. Computation of precision at a given
rank implicitly assumes that the user spends the same
amount of time inspecting each document. Thus, the
user’s search effort per document is assumed constant.
Based on the definition of search effectiveness as the
ratio of output quality vs. user effort, quality is mea-
sured for a fixed amount of effort in this case.



With the emergence of new IR paradigms, such
as Web, video and structured document retrieval
(SDR), the validity of these assumptions has to be
re-examined. For example, the simple model of user
interaction described above does not reflect the typi-
cal browsing behaviour of Web users. Furthermore,
the assumption of a constant effort per search result
is questionable when, for example, variable size seg-
ments of videos are retrieved. Longer video segments
require a longer review time and thus more effort from
the user. In addition to these, the assumption of inde-
pendent units of retrieval also does not apply to SDR,
where multiple parts of the same document can be re-
trieved. SDR is in fact a key example as it combines
querying and browsing, and generally provides results
that vary in size. Although SDR predates the devel-
opment of the eXtensible Markup Language (XML)
by a decade (Bray et al., 1998), it is the popularity
and widespread use of the XML standard on the Web
and in digital libraries that made SDR into a vibrant
research area. The aim of SDR (and XML IR) is to
exploit the structure of documents and return relevant
parts of the document (rather than render relevance
for the whole document), thus reducing the user’s ef-
fort in locating relevant content within the document.

Evaluation of systems that return parts of the doc-
ument structure has to take into account a more com-
plex user interaction. Depending on the result presen-
tation, users may access other components that are
structurally related to inspected results. Users may
then locate additional relevant information by brows-
ing along the structure of the document or by simply
scrolling up and down the content display. This is
particularly true when the user is presented with start-
ing points for browsing. Furthermore, the system may
return a paragraph or a section in proximity of the de-
sired part of the document. When the content display
enables the user to see both the retrieved and the rel-
evant paragraphs, such a ’near miss’ may be consid-
ered satisfactory since the cost of the user’s effort is
only slightly increased. Similar arguments hold for
the Web and video case, where a web page or video
clip is part of the Web structure and video, respec-
tively.

These examples illustrate the need to consider
a more comprehensive user interaction model and
include post-query navigation within the evaluation
framework. This requires new measures of retrieval
effectiveness which are not limited by the assump-
tions of the Cranfield model. Performance measures
that capture structural dependencies in the document
are effort-precision and gain-recall (ep/gr), proposed
in (Kazai and Lalmas, 2006). They are used for the
evaluation of content-oriented XML IR within the

INitiative for the Evaluation of XML IR (INEX)1, a
TREC-like evaluation forum for XML IR, launched
in 2002. The measure of ep/gr takes into account the
dependency among retrieved XML elements and, for
example, facilitates rewards for near-misses and pun-
ishment for overlap (e.g., when a paragraph and its
container section are both retrieved). The main short-
coming of this measure is the absence of a formal user
model and, thus, reliance on heuristics when calculat-
ing the basic parameter of gain.

Another measure is PRUM proposed in (Pi-
wowarski et al., 2007), which is an extension of
Raghavan et al’s probabilistic definition of recall-
precision (Raghavan et al., 1989). The measure of
EPRUM in (Piwowarski et al., 2007) investigates an-
other way to extend traditional precision and recall,
and is close to (Kazai and Lalmas, 2006) as it defines
precision at a given recall level as the ratio of mini-
mal search length over two different lists. However,
EPRUM has a complex way of dealing with graded
relevance assessments.

In this paper, we redefine effort-precision and
gain-recall by incorporating the probabilistic model
of users’ post-query navigation developed in (Pi-
wowarski et al., 2007). By grounding the measure on
a formally derived user model, we expect to arrive at a
theoretically well-founded evaluation framework that
takes into account structural dependencies and allows
for graded relevance.

The paper is structured as follows. Section 2 re-
views selected user studies that motivate the explicit
use of user models in the evaluation framework. Sec-
tion 3 details the user tasks and relevance judgements
at INEX. In Section 4 we introduce the evaluation
measures and present the probabilistic user model in
Section 5. The two are combined into the measure of
effort-precision as discussed in Section 6. We close
with a review of related works in Section 7 and con-
clusions and future work in Section 8.

2 POST QUERY NAVIGATION

Post-query navigation describes users interaction with
the results of a search system, which is typically pre-
sented in the form of a ranked list of documents.
In the context of the Web, navigation (colloquially
known as surfing) is whereby users follow links and
browse the destination web pages. This form of nav-
igation can be considered as inter-document naviga-
tion. We can also talk about within-document naviga-
tion. For example, users of SDR systems can browse

1http://inex.is.informatik.uni-duisburg.de/2007/



from a result component to other document parts in-
side the container document. In this section, we de-
tail studies of user behaviour in both Web and SDR
contexts, and give examples of systems that build on
this model to provide explicit support for users’ post-
query navigation. Our aim is to motivate the need for
evaluation frameworks where post-query navigation
is integrated within the measure of retrieval effective-
ness.

2.1 Navigating on the Web

Navigation is a major part of users’ experience on the
World-Wide Web (WWW). Recognizing its impor-
tance, researchers have been studying the behavioural
characteristics of Web users for many years now.
These studies are typically based on survey data and
information extracted from client-side log file anal-
ysis and are conducted with the aim to supplement
the understanding of Web users in order to yield de-
sign and usability guidelines for Web pages, sites
and browsers. From the wealth of research that ex-
ist today, studies focusing on audience analysis, such
as navigation strategies and interface usage include
(Weinreich et al., 2006; Juvina and van Oostendorp,
2004; Sellen et al., 2002; Cockburn and McKenzie,
2001; Byrne et al., 1999; Catledge and Pitkow, 1995).

In general, the literature distinguishes two strate-
gies of users’ information seeking: searching and
browsing. Searching is typically associated with the
act of executing queries in a search system, while
browsing is generally described as an activity of ex-
ploring and picking out bits and pieces (Cove and
Walsh, 1988). Browsing and searching are not mu-
tually exclusive activities, but users often move back
and forth between the two strategies. Bates summa-
rizes this in his “berrypicking” model of information
seeking (Bates, 1989), where a user’s search strat-
egy is constantly evolving through browsing. Sev-
eral strategies to browsing have also been published.
Cove and Walsh (Cove and Walsh, 1988), for exam-
ple, distinguishes three strategies: 1) Search brows-
ing, which is a directed search, where the goal is
known; 2) General purpose browsing, where the user
consults sources that have a high likelihood of items
of interest; and 3) Serendipitous browsing, which is
purely random. This continuum allows to distinguish
between browsing as a method of completing a task
and open ended browsing with no particular goal in
mind.

One of the largest web browsing studies to date
was conducted by Harald Weinreich et al. (Weinreich
et al., 2006). They analyzed over 135,000 page visits
by 25 experienced volunteers over a mean period of

105 days. Their study confirmed Web navigation to
be a rapidly interactive activity. They found that link
following was the most common navigation activity,
accounting for 43.5% of page transitions. Direct ac-
cess through bookmarks, typing in urls, or home page
buttons has accounted for 10%. Navigation using the
back button represented 15% of all page transitions
(corresponding to 50% drop found five years earlier).
Users’ habits of within-page navigation showed that
the most selected hyperlinks are those located in the
top left corner of the screen. In addition, nearly a
quarter of all cases, people chose links that required
scrolling.

A study of interaction behaviour for users engaged
in Web search activities that originate with the sub-
mission of a query to a search engine was done in
(White and Drucker, 2007). The study placed par-
ticular emphasis on post-query navigation trails (i.e.,
pages viewed on the click stream following the query
being issued), which were collected through client-
side logging of 2,527 users over a five-month pe-
riod. A search trail was defined as one originating
with a directed search (i.e., a query issued to a search
engine), and proceeding until a point of termination
where it was assumed that the user has completed
their information-seeking activity. Trails contained
multiple query iterations, and pages that were either:
search engine homepages, search results, or were con-
nected to a search result page via a hyperlink trail.
They found that out of approximately 80 million Web
pages, 12.5% were part of such a search trail, with an
average trail length of around 17 steps.

Building on the prevalence of navigation as a
search tactic, systems are increasingly being devel-
oped where post-query navigation is an explicit com-
ponent of the retrieval paradigm. In this extended
model, the documents in the ranked result list of a
search query represent starting points from which the
user can commence exploration. This is the approach
taken in the hypertext retrieval system of navigation-
aided retrieval (NAR) (Pandit and Olston, 2007).
They define good starting points as hypertext docu-
ments that, while they may not match the users query
directly, permit easy navigation to many documents
that do match the query, via one or more outgoing
hyperlink paths. Best Trails (Wheeldon and Levene,
2003) is a similar retrieval system which selects start-
ing points in response to queries.

Also related is the work in the area of topic dis-
tillation (Craswell et al., 2003), where retrieval sys-
tems aim to identify a small number of high-quality
documents that are representative of a broad topic
area. Much of this work is based on algorithms, such
as HITS (Kleinberg, 1999), which identifies bipartite



subgraphs consisting of hubs (related to our notion of
starting points) and authorities.

2.2 Navigating in SDR

One of the first studies to investigate searchers’ infor-
mation seeking behaviour in the context of SDR com-
pared two variants of the same retrieval interface: One
that highlighted relevant document parts and one that
highlighted best entry points (BEPs; starting points
for browsing). They found that users showed strong
preference for the BEP interface, and in particular
to BEPs deeper in the document’s structure. Users
browsing behaviour included actions such as jumping
from one BEP to the next, and linear and hierarchi-
cal browsing supported by a table of contents. The
study of (Reid et al., 2006a; Reid et al., 2006b) exam-
ined aspects influencing users’ BEP selection strate-
gies with the aim to support automatic BEP identifi-
cation.

The largest user studies have been carried out as
part of the interactive track at INEX 2004 and 2005
(Tombros et al., 2005a; Tombros et al., 2005b; Larsen
et al., 2006). The aims of these studies were to study
the behaviour of users when interacting with compo-
nents of XML documents, and secondly to investigate
approaches for XML retrieval which are effective in
user-based environments. Their main findings include
the general observation that overlapping components,
i.e., components from the same document at different
ranks in the ranked list, frustrated many users. This is-
sue, however, could be levied when the display of re-
sults were clustered by the container documents. An
important finding regarded the use of document struc-
ture as contextual information that users often con-
sulted in order to decide on the usefulness of a docu-
ment. The analysis of users’ browsing behaviour indi-
cated that they tend to browse to more specific infor-
mation rather than to more exhaustive information. In
addition, users found the table of contents and query
term highlighting useful.

Approaches to SDR explicitly build on the nav-
igational aspects of the retrieval model. One of the
most influential works in SDR, is that of (Chiaramella
and Kheirbek, 1996). The cornerstone of their work
is the combination of the two modalities of infor-
mation retrieval: searching and browsing. The pro-
posed integrated model is based on the definition of
so-called index units and the process of aggregation
for calculating the index weight of terms contained
at different levels of a document’s hierarchy. Index
units are defined as self-explaining units of informa-
tion, which may be nested. Aggregation is defined
as an indexing strategy, which recursively evaluates

index expressions of index nodes in the document hi-
erarchy, starting from the atomic index units moving
up. Extending this work, a logical model is explored
in (Fuhr and Grossjohann, 2001), where augmenta-
tion weights are introduced by means of probabilistic
rules. The model proposed in (Lalmas, 1997) em-
ploys Dempster-Shafer’s theory of evidence and im-
plements an aggregation operator using Dempster’s
combination rule.

Since the development of XML, a wide range of
XML IR systems have been developed, implement-
ing the retrieval paradigm of SDR for XML document
collections. A major catalyst of research in content-
oriented XML IR came with the establishment of the
INEX evaluation initiative in 2002 (Fuhr et al., 2003).
Each year, INEX publishes an expanding volume of
proceedings of its annual workshop, which provides
an overview of the latest developments in the field.
Summaries of the work described in the proceedings
are also reported in ACM SIGIR Forum (e.g. (Fuhr
and Lalmas, 2004; Tombros et al., 2005a; Lalmas and
Kazai, 2006)). Another recent review of XML IR can
be found in (Amer-Yahia and Lalmas, 2006).

3 THE INEX SETUP

3.1 User tasks

The main activity at INEX is the ad hoc retrieval task,
where the collection consists of XML documents,
composed of different granularity, nested XML ele-
ments, each of which represents a possible unit of re-
trieval. Within the umbrella of the ad hoc track, INEX
2007 defines three retrieval tasks: Focused, Relevant
in Context, and Best in Context task.

The Focused task asks systems to return a ranked
list of the “most focused” XML elements that satisfy
the user’s information need, without returning over-
lapping elements (e.g. a paragraph and its container
section element). Here systems are required not only
to estimate the relevance of elements, but also to de-
cide which element(s), from a tree of relevant ele-
ments, are the most focused non-overlapping one(s).

The Relevant in Context task is much like the Fo-
cused task, but here the ranked list consists of groups
of the most focused elements, clustered by the unit of
the document. This task assumes a fixed result pre-
sentation format to the user: Systems are expected to
return, for each relevant document, a set of elements
that contains the relevant information within the doc-
ument. This can be likened to asking systems to return
a ranked list of documents and then inside each, high-
light the relevant information for the user. The rel-



Figure 1: Relevance assessments are collected as highlighted text fragments

evant text fragments inside the document are treated
equally (they are not ranked).

Finally, in the Best in Context task, systems are
required to return a ranked list of best entry points
(one per document) to the user, representing the point
in the document where users should start reading.

For all three tasks, it is reasonable to expect that
users will navigate from a returned result element to
other components within the document. This is in fact
made explicit for the Best in Context task. In the case
of the Focused task, users may browse the local con-
text of the result. In the case of the Relevant in Con-
text task, users may browse the whole document to
locate the bits of texts highlighted by the system.

3.2 Relevance judgements

Apart from the Best in Context task, for which
separate best entry point judgements are obtained, the
evaluation of the first three tasks relies on the (same)
set of relevance assessments collected from human
judges. The relevance assessment procedure is based
on a yellow-marker design and involves the highlight-
ing of relevant text fragments in the document collec-
tion. The collected relevance assessments are, hence,
in the form of arbitrary sized text passages, which are
not constrained by XML element boundaries. This is
illustrated in Figure 1.

The conversion of highlighted passages into as-
sessments on XML elements is a simple process,
whereby for each XML element, the length of the el-
ement (@size) and the number of highlighted charac-
ters (@rsize) is recorded (see Figure 2). From these,
a specificity score can be automatically calculated for
each XML element, reflecting the extent to which the
document component focuses on the topic of request.
The score is calculated as the ratio of the number of
highlighted characters contained within the compo-
nent c and the length of the component:

spec(c) = rsize(c)/size(c) (1)

Specificity hence can take any value in [0,1].

4 EFFORT-PRECISION AND
GAIN-RECALL

4.1 Effort-precision based on ranks

Effort-precision (ep) and gain-recall (gr) are part of
the eXtended Cumulated Gain (XCG) measures pro-
posed in (Kazai and Lalmas, 2006) and employed as
the official measures at INEX 2005 and 2006. They
are extensions of the cumulated gain based measures
of (Järvelin and Kekäläinen, 2002), developed for
multi-graded relevance values, allowing to credit IR
systems according to the retrieved documents’ degree
of relevance.

The underlying notion of the measure is that rele-
vant information is associated with some level of gain.
The meaning of the gain value within the evaluation
may be compared to the notion of utility, reflecting
the worth that a retrieved component represents to the
user. The user obtains the gain that is associated with
the accessed relevant information. As the user is pre-
sented with more relevant information, the gain is ac-
cumulated. In order to access relevant information
and hence obtain the associated gain, the user has to
invest some effort, e.g. click on a result in the rank-
ing. The quality of a retrieval system’s performance
is then measured in terms of gain vs. effort.

Effort precision in (Kazai and Lalmas, 2006) is
defined as a measure of the amount of relative effort
(in terms of number of visited ranks) required of a
user to reach a given level of cumulated gain when
scanning a given ranking compared to an ideal rank-
ing. Performance is hence reported in relation to an
ideal ranking. This is illustrated in Figure 3: The hor-
izontal line represents the cumulated gain of r, which
is reached by the ideal curve at rank iideal and by the



<file collection="wikipedia" name="2267781"> <passage
start="/article[1]/body[1]/section[1]/p[5]/text()[1].89"
end="/article[1]/body[1]/section[1]/p[5]/text()[1].199"
size="111"/> <element path="/article[1]/body[1]/section[1]/p[5]"
exhaustivity="2" size="569" rsize="111"/> <element
path="/article[1]/body[1]/section[1]" exhaustivity="2" size="8470"
rsize="111"/> <element path="/article[1]/body[1]" exhaustivity="2"
size="20356" rsize="111"/> <element path="/article[1]"
exhaustivity="2" size="20376" rsize="111"/> </file>

Figure 2: Excerpt from an INEX’06 topic’s relevance assessments file. The @size attribute stores the XML element’s length
(in characters), while the @rsize attribute corresponds to the number of highlighted characters within the element.

system at rank irun. The ratio of the two ranks in-
dicates the performance of the system. The closer
the system can match the ideal curve, the closer to
1 the ep score. The ideal ranking is derived by sorting
the components of the collection by decreasing gain
value. For example, if the collection consists of three
components c1, c2, and c3, where the associated in-
dividual gains are 3, 6, and 2, respectively, then the
ideal ranking would be c2, c1, and c3.

4.2 Generalized effort-precision

In this section, we generalise the measure of effort-
precision by removing the implicit assumption in
(Kazai and Lalmas, 2006) to measure effort in units
of rank. Calculating effort as the number of rank po-
sitions accessed by the user means that each result in
the ranking represents equal cost to the user. This has
the disadvantage that additional navigation costs in-
curred through browsing from a result to other parts
of the document are ignored. In order to allow for
variable effort per result, alternative solutions can cal-
culate effort as a function of time, user clicks, or num-
ber of read characters. By shifting the unit of effort
to, e.g., number of read characters, we are effectively
re-scaling the x axis in Figure 3. We still take mea-
surements at rank positions, but the distance between
measurement points can now vary depending on the
amount of effort the user accumulates when access-
ing a result and its structurally related components.

We denote the gain associated with a document
component c as gc and the effort as ec. The cumu-
lated gain at rank i is calculated by summing up the
individual gains along the ranking up to and including
rank i:

cg[i] :=
i

∑
j=1

g[ j] (2)

where g[ j] is the gain obtained at rank j. For example,
the ranking c1, c2, and c3, with associated gains of 3,
6, and 2, respectively, yields cg[3] = 11.

The total effort for a given rank can be defined as:

ce[i] := ∑
1≤ j≤i

e[ j] (3)

where e[ j] is the effort associated to consulting rank
j.

We can also define the minimum number of ranks
a user has to consult in order to reach a given gain-
recall level gr:

m[gr] := min(i s.t. cg[i]≥ gr) (4)

The total effort for a given gain-recall level can be
defined as:

ce[gr] := ce [m[gr]] (5)
where e[ j] is the effort at rank j. Note that the to-
tal effort can be infinite if the gain-recall cannot be
achieved. Note also that for the ideal list we assume
that any gain-recall level can be achieved.

We will use the subscript ideal to denote the curve
of the ideal ranking and run to refer to a system rank-
ing. As mentioned above, the ideal ranking is given
as the ranked list of components in the collection in
decreasing order of gain value.

We define effort-precision (ep) as a measure of the
amount of relative effort required of a user to reach a
given level of cumulated gain when scanning a given
ranking compared to an ideal ranking:

ep[gr] :=
ceideal [gr]
cerun[gr]

(6)

where ceideal [i] is the total accumulated effort at
which the cumulated gain gr is reached by the ideal
curve and cerun[gr] is the total effort at which the cu-
mulated gain of cg[i] is reached by the system under
evaluation. Note that the latter value can be infinite if
the gain cannot be reached, in which case the ep value
is simply 0. A score of 1 reflects ideal performance,
where the user needs to spend the minimum necessary
effort to reach the given level of gain.

We define gain-recall at rank i as the cumu-
lated gain value divided by the total cumulated gain



(Kekäläinen and Järvelin, 2002):

gr[i] :=
cg[i]
cg[n]

=
∑

i
j=1 g[ j]

∑
n
j=1 g[ j]

(7)

where n is the total number of relevant components.
Instead of taking measurements at absolute cumu-

lated gain values, we can calculate effort-precision at
arbitrary gain-recall points, x · cg[n].

The meaning of effort-precision at a given gain-
recall value is the amount of relative effort that the
user is required to spend when scanning a system’s
result ranking compared to the effort an ideal ranking
would take in order to reach the given level of gain
relative to the total gain that can be obtained.

This method follows the same viewpoint as stan-
dard precision/recall, where recall is the control vari-
able and precision the dependent variable. In our
case, gain-recall is the control variable and effort-
precision the dependent variable. As with preci-
sion/recall, interpolation techniques are necessary to
estimate effort-precision values at non-natural gain-
recall points, e.g. when calculating effort-precision at
standard recall points of [0.1,1].

As with standard precision/recall, a (non-
interpolated)2 mean average effort-precision, denoted
as MAep, can be calculated by averaging the effort-
precision at every point where there is an increase in
the cumulated gain, and then averaging these over the
set of test queries. For not retrieved relevant com-
ponents a precision score of 0 is assigned. Ana-
logue to recall/precision graphs, we may also plot
effort-precision against gain-recall and obtain a de-
tailed summary of a system’s overall performance.
The shape of the ep/gr graph is similar to that drawn
for precision/recall.

So far, we have defined a general evaluation
framework with two key parameters: gain and ef-
fort. The calculation of the user’s gain and effort for
a given retrieval result is where we require a model of
user’s browsing behaviour, which is described in the
next section.

5 A MODEL OF PROBABILISTIC
POST-QUERY NAVIGATION

5.1 User navigation model

We base our model on the generic navigational model
proposed in (Piwowarski et al., 2007; Piwowarski and
Dupret, 2006).

2Interpolation of the ideal curve is necessary here.

Figure 3: Illustration of effort-precision (ep), where effort
is measured in units of rank

We assume that in response to a query, the user
is returned a ranked list of document components by
the search system. From one result component, the
user can navigate to other, structurally related compo-
nents by following hyperlinks or simply by scrolling
in the container document. The user navigates from
one component to another with a certain probability
that is dependent on the user’s navigational history.
For example, the user may be more likely to explore
around a relevant component than to browse from a
non-relevant component. On the other hand, users
may be less likely to follow long navigational paths
that require, e.g., many clicks. After exploring the
context of a result component, the user is assumed to
return to the ranked list and proceed to the next result.

As described in the previous section, each com-
ponent is associated with a level of gain that the user
obtains when viewing (reading) its content. In order
to obtain the gain, the user invests a certain amount of
effort, e.g. clicking on the result and reading its con-
tent. The user picks up gain and spends effort for each
visited component, whether the component was found
in the result ranking or browsed to from a result.

More formally, we denote the ranked list of results
as L of size |L|. The i-th component of the ranking is
given as ci ∈ L. Li denotes the set of components in L
retrieved up to and including rank i, thus Li ⊆ L and
ci ∈ Li also hold.

We define the context of a component c as the set
of components that can be reached from c through
navigation (by following links or scrolling), and de-
note it by Cc. From this definition, it is clear that the
context of a component is dependent on the structure
of the document collection.

We denote the set of components accessed (seen)
by the user – either directly from the result list or via
navigation – up to and including a given rank i as Si.



We assume that the i-th component in the result rank-
ing is always accessed by the user who has scanned
the ranking up to rank i, thus Li ⊆ Si and |Si| ≥ |Li|.

Each accessed component is associated with a
value of gain g[c] and effort ec. Both gain and effort
are cumulative, that is, accessing more relevant con-
tent increases the user’s total gain but at the same time
requires more effort. Accessing non-relevant content
increases the effort, but the gain remains unchanged.
In general, effort is a monotonically increasing func-
tion while gain is monotonically non-decreasing.

In terms of probabilistic events, we denote P(i 
c) the probability that the user navigates to a com-
ponent c from rank i. The component may be a re-
sult or a component in the context of a result. The
probability takes into account all possible routes to c.
For example, if the user can reach c′′ directly from c
(i.e. c c′′) and also through c′ (i.e. c c′  c′′),
then this is reflected in the probability P(c c′′). For
the set of components in the context of c, given as
c′ ∈ Cc, P(c c′) > 0 holds. In general, the proba-
bility P(i c) will depend on the user’s navigation
history, the structure of the collection, as well as the
content of the component c.

We denote P(c ∈ Si) to mean the probability that
the component c has been seen by a user who tra-
versed the result ranking up to and including rank i.
We denote the context associated to rank i as C j. A
component can be seen at rank i only if it belongs to
one context C j for some j ≤ i.

5.2 Estimating the probabilities

In order to be able to tractably compute the necessary
probabilities, we follow the approach of (Piwowarski
et al., 2007) and adopt the same simplifying assump-
tion to treat the set of events i c mutually indepen-
dent. This means that a user is assumed to navigate
the context of a result component returned at rank i
independently from previous navigations.

The above assumption then simplifies the compu-
tation of the probability of the event that the user sees
a document component after examining i ranks in the
ranked list:

P(c ∈ Si) = 1−
i

∏
j=1

(1−P( j c))

This means that all causes leading to a component be-
ing seen by the user are treated independently of each
other.

As an example, consider a ranking of compo-
nents, where the first rank is c1, and c2. Assume
that both are linked to the document component c
with navigational probabilities P(1  c) = 0.3 and

P(2  c) = 0.9. At rank 1, the probability of the
user seeing c is P(c ∈ S1) = 1− (1− 0.3) = 0.3.
At rank 2, the probability increases to P(c ∈ S2) =
1− (1−0.3)(1−0.9) = 0.93.

To obtain the actual navigational probabilities,
some parametric user model, such as that of P(c 
c′) = (1 + eθd(c,c′))−1, where d(c,c′) is the distance
in number of characters between the components c
and c′, could be employed (Piwowarski and Dupret,
2006).

The sequence of links that a user may follow can
be modelled as a stochastic process in terms of an ab-
sorbing Markov chain (Levene et al., 2001). In this
stochastic process, the user accessing c is faced with a
choice of continuing the navigation and following one
of the available links from c or terminating the navi-
gation session. Based on this the overall trail proba-
bility can be calculated. using web data and a random
walk model, Huberman et al. (Huberman et al., 1998)
found that the probability of a trail of length t is ap-
proximately proportional to t−3/2.

6 CALCULATING GAIN AND
EFFORT

Since the user model is now stochastic, the calcula-
tion of an effectiveness score requires the estimation
of an expected value of the different measures. In this
section, we focus on the expected cumulated gain and
effort precision.

The following derivation closely follows (Pi-
wowarski et al., 2007), with the difference that we
need to deal with efforts associated to consulting a
rank.

Let I denote the set of ideal elements. The only
components that have an associated gain are compo-
nents in I . The construction of I is task dependent
and can be for example done as in XXXcite your notes
on INEX metricsXXX.

Extending cumulated-gain cg[i] Accepting the as-
sumptions of the user model presented in the previous
section, we can compute the expected cumulated gain
value as:

E [cg[i]] = ∑
c∈I

g[c]P(c ∈ Si) (8)

We can see that the reward associated to an ideal ele-
ment is bounded by g[c], and that this gain is reached
only when the ideal element is completely seen ac-
cording to the user model.



Extending the minimum search length (m[gr])
We first note that the probability that the minimum
number of ranks a user has to consult is

P(m[gr] = i)
= P(cg[i−1] < gr∧ cg[i]≥ gr)
= P(cg[i−1] < gr)−P(cg[i] < gr)

where by definition the cumulated gain at i = 0 is 0.
We show latter how P(cg[i− 1] < gr) can be com-
puted.

Extending effort-precision (ep[gr]) It is necessary
to extend formula (6). As the user behaviour is now
stochastic, so is the cumulated gain at a given rank.
A solution is to compute the expectation of the ra-
tio (6). We can compute the expectation of the effort-
precision at the gain-recall value gr as:

E [ep[gr]] = E [ceideal [gr]]×E
[

1
cerun[gr]

]
(9)

We need to evaluate E [ce[gr]] and E
[
ce[gr]−1

]
, re-

spectively for the ideal and for the evaluated list.
Then, we can compute the two expectations of for-

nula (9):

E [ce[gr]] = E [ce [m[gr]]]
= e[1]+ ∑

i≥1
e[i+1]P(cg[i] < gr)

and

E
[

1
ce[gr]

]
=

∑
k≥1

1
ce[k]

[P(cg[k +1] < gr)−P(cg[k] < gr)]

This latest formula assumes that the search length
is infinite when the gain gr cannot be reached.

Computing P(cg[i] < gr) The cumulated distribu-
tion P(cg[i] < gr) is computed in the following man-
ner. Let Ti be the set of elements seen with a proba-
bility 1, and Pi the set of partially seen (i.e. seen by a
subset of users only):

Ti := {c ∈ I s.t. P(c ∈ Si) = 1}
Pi := {c ∈ I s.t. P(c ∈ Si) ∈ (0,1)}

The gain at rank i is then a random variable de-
fined as

cg[i] = ∑
c∈Ti

g[c]+ ∑
c∈Pi

g[c]×1c∈Si

where 1c∈Si is a random variable equals to 1 if the
user has seen the ideal component c and 0 otherwise.

As the first part of the sum is deterministic, the prob-
lem is reduced to the computation of the second term
cg(P)[i]. It is possible to compute

P

(
∑

c∈Pi

g[c]×1c∈Si < gr− ∑
c∈Ti

g[c]

)
in a time quadratic in the number of componenents
in Pi. When Pi has a sufficiently large number of el-
ements (experiments have shown that values over 10
were enough), the random variable cg(P )[i] can be ap-
proximated by a normal variable of mean

∑
c∈Pi

g[c]×P(c ∈ Si)

and of variance

∑
c∈Pi

g[c]2P(c ∈ Si)(1−P(c ∈ Si))

The ideal list In order to calculate effort-precision,
we need to derive the ideal ranking. The ideal ranking
in general will depend on the user model, and hence
could involve a complex optimization process to max-
imize the user’s gain for minimum effort for arbitrary
user models. It is also possible that multiple ideal lists
can be constructed for some user models, or that the
ideal list is different depending on the rank i. In gen-
eral, we can define the ideal list L for a given gain-
recall value gr as:

ideal[gr] = argmax
list L

E [epL[gr]]

In the case of most of the INEX user models, the
ideal ranking can be easily obtained by ranking the
document components or the container documents by
their respective g[c] value. A general method for com-
puting easily the ideal list (or at least the ceideal [gr])
is yet to be found.

6.1 Example

Assume that we have three documents, one of them,
d3 is ideal (in the case of standard IR we could say
simply relevant). The list is composed of the three
documents (d1,d2,d3). We assume that hyperlinks
between documents induce the following behaviour
on users:

• 40% will browse from d1 to d3.

• 30% will browse from d2 to d3.

Notice that we do not need to specify the behaviour to
non ideal elements.

We assume that the efforts associated to inspecting
each rank is a constant 1.



We assume that the gain of retrieving d3 is 1. After
the first rank, the probability that the user has seen d3
is

1− (1−0.4) = 0.4

. After rank 2, the probability is

1− (1−0.4)(1−0.3) = 5/8 = 0.58

After rank 3, the probability is simply 1 since all the
users will see document 3 at rank 3.

In this special case, it is easy to see that the cumu-
lated gain is inferior to 1 if and only if document 3 is
not seen. Thus, P(cg[1] < 1) = 0.5, P(cg[2] < 1) =
0.35 and P(cg[1] < 1) = 0. We then have

E [ce[1]] = 1− 1
3
×0− 1

2
×0.65− 1

6
×0.35≈ 0.63

We can also consider the classical user model,
where the user does not browse between documents.
In this case P(cg[1] < 1) = P(cg[2] < 1) = 1 and
P(cg[3] < 1) = 0. The expectation of the inverse
search length is in this case equals to 1−1/2−1/6 =
1/3. Since the ideal list is still the same, ep for a gain
one is 0.3 in this case.

7 RELATED WORK

Only a limited number of measures have been pro-
posed in the literature that allow to take into account
post-query user navigation. We present a brief review
of these here, and invite the reader to refer to (Pe-
hcevski and Piwowarski, ) for a more detailed review.

The work that is the most closely related to ours
is that of (Piwowarski et al., 2007; Piwowarski and
Dupret, 2006). We have in fact based our model of
user navigation on the generic navigation models pro-
posed by Piwowarski et al.

Precision-Recall with User Modelling (PRUM)
(Piwowarski et al., 2007) is an extension of the prob-
abilistic PRecall measure proposed by Raghavan et
al., which allows to take into account users’ browsing
behaviour. It extends the original interpretation from
the probability of a viewed document being relevant
to the probability that the user sees a newly relevant
XML element when he/she consults the context of a
retrieved element, given that the user wants to see a
given amount of relevant units:

PRUM[l] = P(Lur|Retr,L = l,Q = q)

where l is the Recall level wanted by the user, q is
the query, Retr is the probability that the user consults
the element, and Lur is the probability the the element
leads to a relevant element that has not yet been seen
by the user.

PRUM employs probability estimations for a
user’s browsing behaviour, and updates the probabil-
ity of a node being seen by the user depending on
its structural relationship to the currently visited node
and assumptions about the user’s interaction. The
more structurally related elements that have been re-
turned to the user, the more chances the user had to
access the current result element, and hence, the more
its score is reduced.

Based on the same user model, the measure
of Expected Precision-Recall with User Modeling
(EPRUM) (Piwowarski and Dupret, 2006) calculates
the expectation over the ratio of two minimum values:
The minimum rank that achieves a given level of re-
call l over all possible rankings and over the system’s
ranked list.

Precision@l = E(
min ranki

min ranks
)

min ranki is the minimum number of ranks the user
has to consult to achieve the recall level of l from
all possible rankings, and min ranks is the minimum
number of ranks the user has to consult to achieve the
recall level of l based on the given system ranking (it
can also be infinite as in the case of the new ep/gr
metric).

This measure is also related conceptually to our
own as it is based on minimum lengths. An advan-
tage of our measure is that varying costs of naviga-
tion per rank can be reflected directly in the score.
The effort-precision presented in this paper is an al-
ternative definition of the precision used in EPRUM;
the difference is that we deal with gains and that the
definition is simpler thus yielding a measure which is
easier to compute.

Other related measures include the measures
based on the concept of a user’s tolerance to irrele-
vance (T2I) (de Vries et al., 2004). The main idea is
that a user merely needs an entry-point into the doc-
ument that is ‘close’ to relevant information. Taking
this view, a retrieval system produces a ranked list of
entry points. The user starts reading the retrieved doc-
ument from the suggested entry point, giving up when
no relevant information is found before his or her tol-
erance to irrelevance limit is reached, at which point
the user proceeds to the next system result.

The measure of Expected Ratio of Relevant Ele-
ments (ERR), proposed in (Piwowarski and Gallinari,
2004), is the expectation of the number of relevant
XML elements a user sees when consulting the list of
the first k returned results divided by the expectation
of the number of relevant XML elements a user sees
whilst exploring the whole collection:

ERR =
E(NR|N = k)

E(NR|N = |E|)



where NR|N = k is the number of relevant XML el-
ements in the first k results, and NR|N = |E| is the
number of relevant XML elements in the collection.

8 CONCLUSIONS

In this paper, we consider extensions of the effort and
gain model for document retrieval with an explicit
user interaction model. The motivation to extend the
evaluation in this direction stems from evidence pre-
sented by studies of user behaviour on the Web and
in the realm of SDR at INEX. We chose the evalua-
tion framework of the effort-precision and gain-recall
measures as the basis for our current work as it was
shown to reflect well on the goals of SDR approaches.
In (Kazai and Lalmas, 2006) it has also been shown
to perform reliably. The measure was also seen as
particularly suited for our purpose as it divorces the
user model from the actual calculation of effective-
ness scores. However, one of its main criticms has
been its use of various heuristics due to the lack of a
formal user model. In this paper, we aimed to address
this by marrying up our measure with a formal user
model.

In order to include the aspects of the user inter-
action we followed the work by (Piwowarski et al.,
2007) and incorporated the probabilistic model of
user navigation from search results. We included the
probability estimates into the calculation of the effort
and gain measures and thus captured the effect of the
specific user behaviour onto the effectiveness of the
system.

This is a step towards a comprehensive informa-
tion retrieval model that takes into account properties
of the search engine (e.g., scoring functions), charac-
teristics of the result displays (e.g., the viewing and
scrolling properties), and explicit models of user in-
teraction with the system (e.g., switching from navi-
gation to search list examination and vice versa).

In our future work we will consider more sophis-
ticated models for the user’s achieved gain and ex-
pended effort. We shall look at alternative models for
expended user effort that clearly differentiate between
the cost associated with navigation and the cost of ac-
cessing the components in the ranked result list. That
will lead to a natural switching mechanism between
two search modes. It is natural to expect that the tran-
sition happens when the cost and benefit ratio from
a navigation step is larger than the one for access-
ing the next component on the ranked list. By using
more realistic models we will be able to compare the
simulations for a given data set with observed user
behaviour. Furthermore, we will introduce more de-

tailed characterization of content structure and navi-
gation properties that are exposed through the user in-
terface. This will enable diversification of models for
different content types, from search over structured
content such as books to hyperlinked environments
such as the Web, individual Web sites, or hypertext
documents.

REFERENCES

Amer-Yahia, S. and Lalmas, M. (2006). Xml search: Lan-
guages, inex and scoring. SIGMOD Record.

Baeza-Yates, R. and Ribeiro-Neto, B. (1999). Modern In-
formation Retrieval. Addison Wesley.

Bates, M. (1989). The design of browsing and berrypick-
ing techniques for the online search interface. Online
Review, 13(5):407–424.

Bray, T., Paoli, J., and Sperberg-McQueen, C. M.
(1998). Extensible Markup Language (XML) 1.0.
http://www.w3.org/TR/1998/REC-xml-19980210,
W3C Recommendation. Technical report, W3C
(World Wide Web Consortium).

Byrne, M. D., John, B. E., Wehrle, N. S., and Crow, D. C.
(1999). The tangled web we wove: a taskonomy of
www use. In CHI ’99: Proceedings of the SIGCHI
conference on Human factors in computing systems,
pages 544–551, New York, NY, USA. ACM Press.

Catledge, L. D. and Pitkow, J. E. (1995). Characteriz-
ing browsing strategies in the world-wide web. In
Proceedings of the Third International World-Wide
Web conference on Technology, tools and applica-
tions, pages 1065–1073, New York, NY, USA. Else-
vier North-Holland, Inc.

Chiaramella, Y. and Kheirbek, A. (1996). An integrated
model for hypermedia and information retrieval. In
Agosti, M. and Smeaton, A. F., editors, Information
Retrieval and Hypertext. Springer.

Cockburn, A. and McKenzie, B. (2001). What do web users
do? an empirical analysis of web use. Int. J. Hum.-
Comput. Stud., 54(6):903–922.

Cove, J. F. and Walsh, B. C. (1988). Online text retrieval
via browsing. Inf. Process. Manage., 24(1):31–37.

Craswell, N., Hawking, D., Wilkinson, R., and Wu, M.
(2003). Overview of the TREC 2003 Web Track. Pro-
ceedings of TREC.

de Vries, A., Kazai, G., and Lalmas, M. (2004). Tolerance
to irrelevance: A user-effort oriented evaluation of re-
trieval systems without predefined retrieval unit. In
RIAO 2004 Conference Proceedings, pages 463–473.
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